Design and evaluation of an immersive accelerator to learn basketball free throws

Alexandra Covaci – “Transilvania” University of Brasov, Romania
Franck Multon – MimeTIC, University Rennes2, France

[image: image1.jpg]



Figure 1: picture of the experiment with one subject experimenting the First-person view protocol.
1. The context of research

Virtual Reality (VR) is a sophisticated system, which utilizes and synthesizes different types of advanced high technology to produce a virtual world of multiple sense experience. In the development of virtual environments (VE) for training, important aspects concerning the advancement of visual and haptic technologies can be analyzed in the context of sports training.

Our aim is the implementation of a free-throw simulator that would provide not only a user-friendly interface, but also a modular program that could be expanded into more than a game towards a learning platform for people. The proposed simulator can be considered as an excellent tool to increase the quality and speed of learning and developing motor skills, offering a wide range of aesthetics and performance features compared to the classic training systems. 
2. Methods
The target application is a home training system based on either a small video projector or a wide screen with low-cost interfaces. Due to the large size of the visual information this type of home-system will not enable to use 1:1 scale immersion. In this project we thus addressed the following scientific questions:

1. Do people act in VR as in a real basketball stadium in 1:1 scale systems with first person view?
Theories of motor learning support the notion that skills are developed through practice and feedback mechanisms. However many parameters can affect the efficiency of this feedback, such as inaccuracies when determining the subject’s actions, inappropriate information delivered to the user, inappropriate multi-sensory facilities.  In this project we will adapt the basketball free throw simulator previously used in [Covaci, 2012] in order to evaluate if users act in such type of environment as in real world. The previous system is adapted to Immersia for a 1:1 scale projection with first person view (see Figure 1). The ball is real and tracked by an accurate motion capture system. We thus use the highest quality for both motion capture and display to analyze the potential performance of such an immersive environment compared to real world. 
To carry-out this experiment we have specifically designed a Unity project which had to connect to a Vicon-MX real-time motion capture system and to Immersia. Several pre-tests were needed to make the system run correctly, especially for the real-time tracking of the ball while protecting the screen for potential contacts with this ball. 
We also carried-out experiments in real stadiums with the same subjects in order to measure their performance in basketball free throws: success ratio, initial and final ball velocity, distance to the ring when missing, and joint trajectories (associated with motor strategy). The experiment was performed before the virtual experiment in Immersia for all the subjects.
2. Are there any differences between first person and third person view when performing free throws? 

As it is impossible to have a Vicon-MX system and Immersia at home or in small clubs, we proposed to analyze an alternative system where the user can see the virtual ball by placing the viewpoint 3m backward of the actual position in space. This third person view is a first step to home applications where it seems impossible to have 1:1 scale environments. 
In this protocol the ball is tracked by the Vicon-MX system and displayed in real-time in Immersia. 

3. If we add information about the optimal trajectory of the ball, does it have a consequence on the performance of the users?

In this third-person view system we wish to test learning accelerators. The goal is to make users learn how to improve their performance in free throw by providing him with additional feedbacks such as his optimal ball trajectory. This information is provided to the user thanks to a series of circles in the air in which the ball should go to ensure a success of the throw. As a consequence the user can target the closest circle which is much easier than targeting the basketball ring placed 4m far from him. 
To this end we used the physical model of ball with the optimal ball initial velocity vector which is related to the user (see Figure 2). These optimal initial ball parameters were analyzed according to pre-experiments in real stadiums for all the subjects. 
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Figure 2: third person view with the training accelerator (a series of circles that shows the optimal ball trajectory).

For each of the three situations, we also asked the subject to answer a Witmer and Singer’s questionnaire of Presence [Witmer, 1998] which was adapted to this specific protocol. 

The subjects performed each of these three protocols in a random order to avoid a potential effect of the order in which these protocols are applied.
3. Preliminary results
We are currently processing the data but preliminary results are availabe yet. 

Firstly, we analyzed the success ratio in each situation (see Figure 3). At this stage we did not notice any significant differences between the groups. It seems that the performance in real and in virtual are similar. Moreover using first or third person of view seems to have no effect on this parameter. 

Because of large standard deviations, it is difficult to conclude and further analysis of the data will be useful, such as comparing the results of each subject separately to eliminate inter-individual variations.
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Figure 3: success ratio depending on the situation (real RE, first person view 1PP, 3rd person view 3PP, and 3rd person view with accelerator 3PPFB).
Secondly, we analyzed the average distance between the final ball position and the middle of the ring (see Figure 4). Again it seems that there was no significant difference between real and virtual. In the same way, there was no significant difference between first and third person view. One can notice a smaller standard deviation and a slighly smaller distance to the basketball ring when using the accelerator. 

Again these results should be confirmed in further analyses.  
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Figure 4: average distance between the final position of the ball and the middle of the basketball ring success depending on the situation (real RE, first person view 1PP, 3rd person view 3PP, and 3rd person view with accelerator 3PPFB).
4. Conclusion

This work is multidisciplinary as it involves skills in computer science, virtual reality, sports science and biomechanics. Using Immersia in this VISIONAIR project was a unique chance to address such a complex problems. Indeed basketball free throw involves large spaces (requiring large screens), high speeds (requiring high-speed tracking facilities) and high accuracy (requiring accurate motion capture facilities). 
Thanks to these technical facilities we have the possibility to evaluate if immersive environments are promising means to improve physical performance. Many papers demonstrate that this type of environment improves motivation but it is still difficult to demonstrate a real improvement of the physical skills with such a technology. 

The next step of this project is to more clearly analyze how to involve such an approach in a real learning process, and with low cost systems. 

We thank all the Immersia team for their participation and help. This project would not be feasible without their precious technical contribution. 
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